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1
Purpose

This Desktop Guide provides guidance on performing reviews to assess the adequacy of the NMC nuclear power plant design and the design implementation for selected risk-significant components. 

These reviews are performed using design documents (calculations and analyses) and implementation documents (test, inspection and operations procedures) to determine the adequacy of various components and systems.  These reviews are being performed to prepare for upcoming NRC Component Design Basis inspections including Low Margin/Risk Significant Components and Human Actions Inspection to be performed by the NRC with the revision to NRC Inspection Manual attachment 71111.21.

NRC inspection objective is to verify that design bases have been correctly implemented to ensure that the systems can be relied upon to meet functional requirements for selected risk-significant components and operator actions.

The methodology for performing this review to provide assurance that the component and system safety functions will be satisfied consists of three phases:

· Selection of an initial sample of the most risk significant components and operator actions from each station. This sample will undergo review to determine the High Risk – Low Margin components. 

· Review of a sample of components that have been found to be High-Risk – Low Margin will be performed to assess the adequacy of system function, system material condition and system operation. A review of Surveillance Testing, Plant Modifications, and Operating Experience will also be included. 

· Finally, an Extent of Condition review of findings that result in inoperable equipment or safety systems will be performed.

2
Approach for Component and System Review

The reviews will be conducted using a risk-informed systematic process. The process will first determine the most risk significant components and Human Interactions using Risk Achievement Worth (RAW). These components and human interactions will be subjected to the following activities:

· Review of calculations to identify areas of low margin

· Walkdowns of the power plants  to assess the material condition of the risk-significant components

· Review of Corrective Actions (CAPs) that are associated with the selected components and human interactions
· Review of USAR and design basis calculations to determine credited operator actions. 
· Review of procedures and operator task analysis to identify critical operator actions with little margin between the time required and time available to complete an action

The margin reviews will consider the impact of plant modifications or licensing base changes on available margin. Margin is typically defined as the difference between the actual (or predicted) and required performance of a system, component, or operator action. Low margin can be a function of the original design, caused by design modifications, or can be due to degraded material conditions. The impact of power uprate modifications on available margins will be considered.

The second part of the process will involve a detailed review of the components and operator actions identified by the previous review as High Risk and Low Margin considering:

· Review of the design including assumptions, boundary conditions and models. The review will also consider whether the design basis is met by the installed and tested configuration

· Verification that the operation procedures can be performed for the High Risk and Low Margin components and that operator knowledge is adequate concerning equipment location and operation. 

· Review of the material condition and reliability of the equipment

· Review of High Risk and Low Margin Operator Actions

The detailed review part of the process consists of performing a review of Surveillance Testing, Modifications and Operating Experience for the High Risk and Low Margin components. 

The final part of the process will be to perform an extent of condition review on any findings from the review that resulted in inoperable equipment and safety systems. 

Detailed instructions for performing each review process are discussed in the following sections.

3. Review to Identify Risk Significant Low Margin Items for Detailed Revew

3.1. Identification of Low Margin Areas 

3.1.1. Determine the most risk significant components and Human Interactions using the PRA Application Documentation Form that determines the Importance of Components and Human Interactions by Risk Achievement Worth (RAW) in Attachment G. The list will consist of approximately 50 components and 10 Human Interactions.

Group the risk significant components by system for convenience of review. For example, if several components contained in the Safety Injection System are found in the list, these should be grouped and listed in Attachment A, Table 1. The system title should be added to the Table. This is expected to result in approximately 10 systems and the corresponding number of tables containing system components. 

Determine the critical functions to achieve the PRA assumed performance for each of the components and add them to Attachment A, Table 1. Also, identify other system and component functional performance need to achieve the critical functions. For example, if the critical function is that the pump must start and run, other functional performance would include adequate NPSH, correct valve position, electric power, etc. These additional requirements should also be included in Attachment A Table 1.

Assemble information sources required, including:

· Design Calculations

· Design Basis Documents
· Applicable USAR sections

· Applicable Technical Specifications and Bases

· Applicable Safety Class Determinations (a.k.a. Appendix B’s)

· Any applicable previous system reviews and inspection reports

· Stretch Power Uprate and associated documents

· Maintenance Rule Basis Document

· IST Basis Document

· NRC Questions for  design basis Inspections including Columbia station and Prairie Island.
3.1.2. Review the NRC findings from recent design basis inspections. Include a summary of the finding and the applicability to the station on Attachment A, Table 4. 
3.1.3. Review topical areas to assure the risk significant components are able to meet the requirements for:
· Internal Flooding

· Single Failure Criteria

· Tornado Missiles

· Room Pressurization due to HELB

· Block Walls
3.2. DESIGN REVIEW

3.2.1. For each system and associated component, identify any calculations (including analyses and other engineering evaluations) and calculation conditions which would be needed to determine that the critical functions (e.g., pump starts or valve closes) can be met.

3.2.2. Compile a list of available calculations needed to confirm that the critical functions can be fulfilled.  Compile this list using input from System Descriptions, the Design Basis Documents and other plant lists of calculations as available.  Identify any previously identified concerns documented in CAP’s that are related to calculations and applicable to the performance of the component’s critical functions.  Obtain copies of each calculation identified.

3.2.3. For each component critical attribute, identify the corresponding calculations and calculation conditions (that is, conditions required to represent or bound required operating scenarios) needed to support it.  Confirm that calculations are available which bound the critical function required conditions and attributes.  Identify any missing calculations or calculation conditions.

3.2.4. In this part, calculations are to be reviewed to determine if adequate margin exists to permit the system and the component to perform the critical functions.  The applicable calculation reviews in this situation should determine the margin between predicted results and the calculation and/or regulatory acceptance criteria. While the guidance of the Design Review Checklist in Attachment D as a guide may be used, the intent is to not perform a detailed calculation review but to assess system/component margin.

Summarize the design (calculation/analysis) reviews in the corresponding column of Attachment A, Table 1 for each applicable component attribute requirement  (i.e., for each calculation identified as supporting a critical attribute, review the calculation and summarize the results).  Document any specific calculation inadequacies that may affect the support of the safety function attribute, as well as any other calculation deficiencies.  Any deficiency needs to be evaluated for any extent of condition or transportability of the issue to other components, systems or engineering processes.

3.2.5. For each system, component and associated attributes, identify any design change (plant modification) and open item documents which would be needed to determine the impact on available margin. The Power Uprate and its related documents should also be reviewed to assess the impact on system/component available margin.
3.2.6. Review the design change and open item documents and summarize the results of the reviews in the “Modification Review” column of Attachment A, Table 2, using the checklist in Attachment D for guidance. While the guidance of the Design Review Checklist in Attachment D may be used, the intent is to not perform a detailed modification document review but to determine the impact of the change on system/component margin. Assess any impact on system/component available margin number in percent (e.g., design change replaces a pump that does not have the same capacity as the old one, potentially reducing system/component margin. The results will include this reduction in margin and also determine whether the impact was adequately considered). 

3.3. MATERIAL CONDITION OF RISK SIGNIFICANT COMPONENTS

3.3.1. For the systems and components that are accessible, perform walkdowns considering the guidance provided in Attachment E.  These walkdowns should focus on any issues or vulnerabilities that would reduce the available margin and those that could prevent achievement of the identified critical functions of the component. Additionally, operator workarounds and maintenance rule data should be reviewed to identify degraded conditions that could affect system/component margin.

3.3.2. Document the results of the walkdowns, including any issues found that could reduce the available margin and those that could prevent achievement of the component’s identified critical functions in Attachment A, Table 2 under the “Walkdown” column. The results of the review should include the impact of any issue found on the associated margin number in percent.  For example, if a system High Risk component heat exchanger were found to be completely blocked during a walkdown, then the system/component margin could be reduced to 0%. CAP’s should be written for any condition found that affects system operability. 

3.4. CORRECTIVE ACTION Program review
3.4.1. Search the CAP data base to determine any CAP’s that are associated with the selected systems/components and human actions. The number of years to search is at the discretion of the reviewer and considers on such things as known issues going back many years, recent issues that have not occurred in past history and engineering judgment. Review any found to determine if available margin is reduced or if there is any impact on the fulfillment of the component critical functions.

3.4.2. Document the results of the CAP review, including any issues found that could reduce the available margin and those that could prevent achievement of the component’s identified critical function in Attachment A, Table 2 under the “CAP review” column. If margin is reduced, the results of the review should include the approximate reduction in margin number in percent next to the appropriate component or system. 

3.5.  OPERATIONS PROCEDURE AND TASK ANALYSIS REVIEW

3.5.1. The top 10 Human interactions by RAW in Attachment G should be listed in Attachment A Table 3. These should be reviewed to determine the time required versus the time available to complete an action. Other procedures and operator task validation studies may be reviewed to identify low margin between the time required versus the time available to complete an action.

3.5.2. Document the results of the review of operator actions in  Attachment A, Table 3 under the “Operator Actions review” column. 
3.5.3. The analysis credited functions should be listed in Table 3. The actions should be reviewed to determine if the time assumed in the analysis is conservative when compared to the time operations have demonstrated to complete and action. Operator task validation studies or operator job performance measures may also be reviewed to identify low margin between the time required to complete a task versus the time available to complete the action.

3.5.4. Document the results in Attachment A Table 3. 

3.6. DETERMINATION OF HIGH RISK – LOW MARGIN COMPONENTS

3.6.1. Using the results contained in Attachment A, Tables 1, 2, and 3, determine if any system/component or Human interaction margins are low. Low margin is subjective but typically is based on engineering judgment and analysis of the capability of the system/component to perform its safety function.

For the purposes of this review, low margin will be considered to be any margin <5% and those components/systems with margins of that level should be considered for further, detailed review. Systems/components or human interactions with margins >5% but <10% may be considered for detailed review at the discretion of the station Engineering Design Manager.
4. Detailed review of risk significant low margin components, operator actions, and operating experience items

4.1. DETAILED DESIGN REVIEW

4.1.1. Assemble information sources required, including:

· Design Calculations

· Design Basis Documents (DBDs)
· Applicable USAR sections

· Applicable Technical Specifications and Bases

· Applicable Safety Class Determinations (a.k.a. Q-list Determinations)

· Any applicable previous system reviews

· Stretch Power Uprate and associated documents

· Single Failure Analyses or Failure Modes and Effects Analyses

· NRC Inspections

· NMC Safety System Functional Assessments or other Design Reviews

· System Health Reports

· System Descriptions

· Maintenance Rule Basis Document

· IST Basis Document

· Engineering Evaluations

· NRC Questions for design basis  Inspections

A review of licensing correspondence or establishing the full licensing basis is beyond the scope of this review.  Nevertheless, licensing commitments and correspondence may be consulted if needed (e.g. to resolve inconsistencies between other design/licensing documents).

4.1.2. Review and compare information sources to identify system important-to-safety functions.  Note that PRA insights should be used to focus efforts on the most risk-significant functions.

4.1.3. Identify key characteristics and attributes of the component/system that are required to directly support the safety functions.  Guidance on selecting attributes is provided in Attachment B and should include those attributes identified in the NRC Inspection Manual Attachment 71111.21 section 03.02  These attributes will be used to define the required operational arrangements, calculations/analyses, tests and inspections, and related programmatic implementation activities that are required to support the safety functions.
NOTE
Programmatic requirements that are needed to support the safety functions, such as EQ, SBO, fire protection, seismic, GL96-01, and GL89-10 are within the scope of this validation review for applicable component reviews.  
4.1.4. Document the Safety Functions and Attributes to be verified in an Attachment A, Table 5 developed for the systems/components under review.  Include the reference source(s) used as basis.    

The scope of the review will include safety functions and attributes.

4.1.5. For each Safety Function and Attribute, define the specific requirements that the component/system needs to satisfy based on the governing reference source.

4.1.6. Document the Safety Functions/Attribute requirements to be verified in the two leftmost columns in Attachment A, Table 5, including the reference source(s) used as basis for each specific requirement.


4.1.7. For each safety function and associated attributes, identify and review any drawings and operating procedures which would be needed to confirm that the component/system operation and alignment ensure the safety function can be fulfilled.  Document the specific alignments and operational steps that support that function in Attachment A, Table 5.

4.1.8. Identify and review periodic testing/inspections for the component/system related to the identified safety functions.  Document the bases and conditions for testing/inspection.  Identify any need for extrapolation from test conditions to bounding conditions required for safety functions in Attachment A, Table 5.

NOTE

If the reviews are relying on testing as a means of demonstrating functional capability, the reviewer must confirm that the test was adequate (e.g., test methods, bounding conditions considered, potential uncertainties considered, etc.).  If specific concerns are identified with a lack of basis for Technical Specification testing or lack of documentation of instrument uncertainty, document these for future resolution.

4.1.9. Using the Implementation Review Checklist in Attachment C as a guide, summarize the results of the implementation (operations/test/inspection) reviews in the corresponding column of in Attachment A, Table 5 for each applicable attribute requirement.  Potential operability concerns or deviations may be identified during review of the testing.  These should be addressed following the guidance in Steps 7.1 and 7.2.

NOTE

Much of the work in the preceding steps may have been completed when evaluating the systems/components or human interactions in the “Identification of Low Margin Areas” section of this Desktop Guide.  For example, calculations associated with the components/system or human interactions may have been accessed and reviewed. Since this section includes additional attributes and because it evaluates the high risk low margin component/system or human interaction on a system level, additional effort may still be required to match an attribute with the calculation. Reviews are also of wider scope since the Attachment D checklist is now required whereas previously, it was used for guidance only.
4.1.10. For each safety function and associated attributes, identify any calculations (including analyses and other engineering evaluations) and calculation conditions which would be needed to confirm that the safety function can be fulfilled. 

4.1.11. Compile a list of available calculations needed to confirm the safety functions can be fulfilled.  Compile this list using input from Design Basis Documents and other plant lists of calculations as available.  Identify any previously identified concerns documented in CAPs that are related to calculations and applicable to the system’s safety functions.  Obtain copies of each calculation identified. 

4.1.12. For each safety function attribute, identify the corresponding calculations and calculation conditions (that is, conditions required to represent or bound required operating scenarios) needed to support safety functions.  Confirm that calculations are available which bound the safety function conditions and attributes.  Identify any missing calculations or calculation conditions.

4.1.13. Using the Design Review Checklist in Attachment D and the NRC Inspection Manual attachment 71111.21 section 03.02 as guides, perform and summarize the design (calculation/analysis) reviews in the corresponding column of in Attachment A, Table 5 for each applicable attribute requirement  (i.e., for each calculation identified as supporting a safety function attribute, review the calculation and summarize the results).  Document any specific calculation inadequacies that may affect the support of the safety function attribute, as well as any other calculation deficiencies.  These must be evaluated for conditions adverse to quality as provided in Steps 7.1 and 7.2.

4.1.14. For each safety function and associated attributes, identify any design change and open item documents which would be needed to confirm that the installed configuration has been maintained consistent with the design assumptions and will support component/system function under accident/event conditions (e.g., Modifications and change documents).   

4.1.15. Review the design change and open item documents and summarize the results of the reviews in the “Design Change Review” column of in Attachment A, Table 5 using the checklist in Attachment D for guidance.

4.2. PROCEDURES AND OPERATIONS REVIEW

4.2.1. To ensure thoroughness of the review to identify potential issues, perform interviews with cognizant plant operations personnel using guidance in Attachment F. Document the results of the reviews for each system/component in separate sheets of Attachment F. 

Verify that procedures can be performed using the main control panel and the alternate shutdown panel and that components and equipment are accessible for normal and emergency operation. If any special equipment is required to perform these procedures, determine if the equipment is available and in good working order. Verify that the knowledge level of operators is adequate concerning equipment location and operation.

4.3. MATERIAL CONDITION AND EQUIPMENT RELIABILITY REVIEW 
4.3.1. Review the outstanding maintenance work requests on the system/component and any deficiencies that could affect the ability of the component to perform its safety function. Document the results of the reviews for each system/component in the appropriate column of in Attachment A, Table 2.
4.3.2. Review outstanding design issues, including temporary modifications, operator workaround and items that are tracked by the operations or engineering departments. Document the results of the reviews in the appropriate column of in Attachment A, Table 2.

4.3.3. For components/systems that are accessible, perform walkdowns using the guidance provided in Attachment E.  These walkdowns should focus on any issues or vulnerabilities identified during the design and implementation reviews, especially assumptions regarding physical configuration of the system components. Record the results in Attachment A, Table 2. 
4.3.4. Search the CAP data base to determine any CAP’s that are associated with the selected systems/components for the last four years. Review the adequacy of CAP evaluations and operability determinations associated with the component and verify if operability is justified. Verify the consideration of other degraded conditions and impact on compensatory measures for the condition being evaluated. Verify that any required compensatory measures are in place, will work as intended and appropriately controlled. Document the results of the reviews in the appropriate column of in Attachment A, Table 2. 

4.3.5. Perform a review to determine the effectiveness of maintenance for the system/component should be conducted using component history files for the selected components for the past four years. Determine if recurring equipment problems exist and attempt to determine if any trends exist. Document the results of the reviews in the appropriate column of in Attachment A, Table 2.

4.4. Review of Operator Actions 
4.4.1. For each risk-significant, low margin human interaction or analysis credited actions, the inspectors should consider the following:

· The specific operator actions required;

· The potentially harsh or inhospitable environmental conditions expected;

· A general discussion of the ingress/egress paths taken by the operators to accomplish functions;

· The procedural guidance for required actions;

· The specific operator training necessary to carry out actions, including any operator qualifications required to carry out actions;

· Any additional support personnel and/or equipment required by the operator to carry out actions;

· A description of information required by the control room staff to determine whether such human interaction is required, including qualified instrumentation used to diagnose the situation and to verify that the required action has successfully been taken;

· The ability to recover from credible errors in performance of manual actions, and the expected time required to make such a recovery;

· Consideration of the risk significance of the proposed human interactions; and 

· The time available to complete an action based on safety analyses and the methods used by the license to verify and validate that the required actions can be completed within the available time.  This review area should include a field walkdown to validate the timing assumptions.  Particular attention should be given to actions that must be accomplished outside the control by auxiliary equipment operators.

4.4.2. Document the results of the reviews in the appropriate column of in Attachment A, Table 3 under the “Results of the Review of Operator Actions” column.

NOTE

For any component/safety function attribute that is not adequately supported by a calculation, periodic test, operational procedure, or related design/implementation document, determine whether the function is satisfied by some other plant process (such as a maintenance procedure, or a special test performed during plant startup).  Determine if such a process adequately confirms the safety function can be satisfied.  Consider the potential for degradation in system capability or a change in system configuration since the test was conducted.

5. Surveillance Testing, Modifications, And Operating Experience Review 
The inspection team shall also perform a sampling review of surveillance tests, permanent plant modifications, and operating experience.  Selected samples should be closely associated with the inspection sample selected for the detailed design review to effectively utilize team knowledge derived from performance of the detailed design review.

5.1. Surveillance Testing Review 
5.1.1. Review Technical Specification surveillance requirements associated with risk-significant, low-margin components within the scope of this inspection.  The focus of this review should be on the adequacy of the testing to demonstrate system operability, as opposed to the adequacy of the programmatic aspects of the testing.

5.1.2. Verify by witnessing surveillance tests and/or reviewing the test data, that SSCs selected meet the Technical Specifications, Updated Final Safety Analysis Report (UFSAR), and procedure requirements, and demonstrate that the SSCs are capable of performing their intended safety functions (under conditions as close as practical to accident conditions or as required by Technical Specifications) and their operational readiness.

Significant surveillance test attributes for consideration include the following:

· Preconditioning.

· Effect of testing on the plant has been adequately addressed by control room and/or engineering personnel.

· Acceptance criteria is clear and demonstrates operational readiness and is consistent with the supporting design calculations and other licensing documents.

· Test equipment range and accuracy are consistent with the application and has current calibration.  Verify the plant equipment calibration is correct, accurate, properly documented and the calibration frequency is in accordance with TS, UFSAR, procedures and commitments.

· Test is performed in sequence and in accordance with written procedure.

· Jumpers installed or leads lifted during testing are properly controlled.

· Test data is complete, verified and meets procedure requirements.

· Test frequency was adequate to demonstrate operability (meets Technical Specification requirements), and reliability.

· Test equipment is removed after testing.

· After completion of testing, equipment is returned to the positions/status required for the SSCs to perform its safety function.

· For IST activities, testing methods, acceptance criteria, and required corrective actions are in accordance with the applicable version of the ASME Code, Section XI.  Review reference Values or changes to reference values for consistency with the design bases.

· Unavailability of the tested equipment is appropriately considered in the performance indicator data.

· For test results that do not meet the acceptance criteria, results of engineering evaluations, root cause analyses, and bases for returning to operable status are acceptable.

· For selected safety related instrumentation and control surveillance tests (i.e. RPS, NIs, etc.) verify that reference setting data has been accurately incorporated into the test procedure.

5.1.3. Document the results of the reviews in the appropriate column of Attachment A, Table 5 under the “Results of the surveillance test Review” column.

5.2. Permanent Plant Modification Review 
Review at least two permanent plant modifications associated with risk-significant, low margin components within the scope of this inspection.

Design Review

5.2.1. Review the design adequacy of the modification by performing the activities identified in Attachment C, “Design Review Inspection Attributes,” and Attachment D, “Design Review Questions.”

5.2.2. Verify that the modification has considered the conditions under which the modification may make changes to the facility or procedures or conduct tests or experiments without prior NRC approval.  Verify that the modification has appropriately concluded that the change, test or experiment can be accomplished without obtaining a license amendment.  For the changes, tests, or experiments where it was determined that evaluations were not required, verify that the modifications conclusions were correct and consistent with 10 CFR 50.59.

Implementation Review
5.2.3. Verify that modification preparation, staging, and implementation does not impair the following:

· In-plant emergency/abnormal operating procedure actions

· Key safety functions

· Operator response to loss of key safety functions

Testing Review.

5.2.4. Verify that post-modification testing will establish operability by:

· Verifying that unintended system interactions will not occur.

· Verifying SSC performance characteristics, which could have been affected by the modification, meet the design bases.

· Validating the appropriateness of modification design assumptions.

· Demonstrating that the modification test acceptance criteria have been met.

Document the results of the reviews in the appropriate column of Attachment A, Table 2.

5.3. Operating Experience Review 
5.3.1. For the operating experience items selected for review, the team should assess how the each item applies. Additionally after the application is determined, review how the item was evaluated and dispositioned.  Focus should be on ensuring that the conditions discussed in the operating experience are either not applicable, or have been adequately addressed to ensure operability of the component.  To the extent practical, objective evidence should be acquired that indicates that the operating experience item has been resolved, beyond a written evaluation.  For example, if the operating experience item required a procedure change, the procedure should be checked to verify that it was changed. If the operating experience required modification of a component, the modification should be checked to verify that it was completed.

5.3.2. Document the results of the reviews in Attachment A, Table 8 under the “Results of the Operating Experience Review” column.
5.4.  Review of corrective action effectiveness from past inspections.
5.4.1. For each corrective action generated from the past 2 SSDIs, assure the corrective actions have been completed.           
5.4.2. Record the results of the review in Table 6.

5.4.3. Any items that were not satisfactorily resolved, initiate a corrective action to document the concern and recommendations. 

6. Extent-of-condition Review 

6.1. Perform an extent of condition review on any findings identified during this review that resulted in inoperable equipment or safety systems.  The extent of condition review should be focused on other like risk significant components or systems and should be detailed enough to frame the overall safety significance of the problem.  The objective of this review is to permit better characterization of identified findings and support an integrated assessment of performance weaknesses.  

6.2. Document the results of the review in an appropriate level station CAP.

7. Completion of Review Requirements 

7.1. Document validation results in a summary report that includes completed tables.  

NOTE

The report must clearly document all references (including revisions) used in the safety function reviews.

7.2. For any safety functions or safety function attributes that cannot be validated by either an adequate design or implementation document, or in the case of identification of non-conformances:

· Inform the Design Engineering Manager.

· If the deviation or non-conformance is new (no prior CAP on the concern), the issue should be documented in a plant CAP.  Note that all CAPs generated by this review shall begin the description section with: “NRC Component Design Basis Inspection Preparation Project - during the review effort for the NRC MDBI Inspection a concern was identified.”  Then describe the adverse condition.
· If a non-conforming condition is identified, the initiator needs to clearly state the requirement that is not met, the basis for current operability, and any recommendations to correct the non-conformance. 
7.3. Summarize any new deviations and significant open items in Attachment A, Table 7.
Attachment A.  Tables for Results

Table 1
System: _________________

Reviewer:________________

	Equipment
	Safety Function, Attribute, or Critical Assumption
	Requirement

[Reference]
	Associated Attributes (if any)

[Reference]
	Component Failure Mode

(i.e. Loss of air or loss of power)
	Design Calculations
	Design Margin
	Testing 

(IST/Degradation)
	Environmental Suitability

 (EQ)

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Table 2 – Equipment Reliability, Operating Procedures and Permanent Modification Review

System:

Reviewer:

	Component ID
	Equipment Reliability
	Modification/ Change review

	
	Maintenance WR
	Outstanding Issues (Design, Operator work-arounds, OBDs, etc)
	Walk down issues
	CAPS
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


Table 3 – Detailed Operator Action Review/ Operations Procedure Review
	Event
	Operator Action
	Time Required to Perform Action
	Allowable Time to Perform Action
	Indication to Prompt Operator Action
	Basis
	Procedural Controls
	Ingress/Egress path
	Results of Review

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Table 4 –Review of recent NRC finding from Design Basis Inspections

	System or Topic
	Operating Experience Reviewed
	Operating Experience Review
 Discussion
	Results of Operating Experience Review

	480 Volt 
	2004 Point Beach
 Green Finding
	The inspectors identified a Non-Cited
 Violation of 10 CFR Part 50, Appendix B, Criterion III, “Design Control,” for the licensee’s failure to adequately translate original design requirements for the 480 Vac system into specifications during procurement of new and replacement equipment. The original specifications for equipment such as motors and cables identified the intended service as suitable for a 480 Vac ungrounded system. Specifications for replacement motors did not specify the intended service as an ungrounded system.
	

	Air Accumulator sizing
	Diablo Canyon
Green Finding
	Diablo Canyon received a finding for inadequately translating design requirements into calculations to demonstrate that the air accumulator was sized correctly to operated the PORV
	

	Air Accumulator sizing
	2005 Prairie Island 
self-Identified
	Inadequate design control measures for
 the AFW system resulted in the installation of non-safety related air receivers, check valves, and piping for the safety related TDAFW pump steam admission control valves during an inappropriate design change in 1981. The calculation for sizing the air receivers and the testing conducted were also inadequate to verify the modification’s design requirements. The licensee did not have a clear understanding of the system design, nor was any periodic testing of the control valves’ air system conducted to ensure continued operability.
	

	CST
	2004 DAEC
 green finding
	DAEC failed to promptly identify 
and evaluate a calculation error that resulted in a potentially non-conservative technical specification value for the condensate storage tank low level setpoint.
	

	CST
	2004 Monticello 
Green Finding
	Monticello had an inadequate procedure to
 return the suction of the HPCI pump from the torus to the condensate storage tank during an anticipated transient without scram (ATWS) condition to ensure the self-cooled HPCI pump lube oil and control oil temperatures would remain within limits to prevent pump damage and ensure continued operation
	

	CST
	2004 Point Beach
 Green Finding
	Point Beach design bases for the 
maximum Condensate Storage Tank (CST) temperature was not correctly translated into procedures and instructions. Specifically, the Main Steam Line Break (MSLB) Containment Integrity Analysis assumed a maximum value of 100_F for the temperature of the water in the CST, while operations procedures allowed a maximum of 120_F for the CST temperature. This finding applies to both units.
	

	CST
	2005 Kewaunee Green Finding
	Kewaunee failed to establish a CST level setpoint to transfer the AFW pump suction supply from the CST to service water. The setpoint calculation did not include an allowance for the manual operator actions required by emergency operations procedures.
	

	CST
	2005 Kewaunee Green Finding
	Kewaunee failed to establish  a CST level setpoint to transfer the AFW pump suction to service water. The calculation assumption stated that a flow a would drain to the condenser for 10 minutes until the operators isolated the flow by closing manual valve. The NRC team determined that the actions could not be completed in the time assumed by the calculation.
	

	CST
	Braidwood 
Green Finding
	Braidwood failed to maintain an accurate design basis for the condensate storage tank (CST) useable inventory. The team identified an additional depletion path of CST water, the makeup valve (1(2)CD0035) from the CST to the condenser hotwell, that was not accounted for in the plant's calculation for useable CST volume.
	

	CST
	Vermont Yankee 
Green Finding
	VY had not established the correct condensate storage tank temperature limit for use in the plant transient analyses nor translated the CST temperature limits into operating procedures.
	

	CST 
	2005 Prairie Island
 Green Finding
	Prairie Island failed to select an appropriate method for calculating 
the onset of vortexing at the intake of the AFW suction lines from the condensate storage tank (CST). Specifically, Calculation ENG-ME-293, “Safety Related Tank Usable Volume Evaluation,” Revision 3, used a method to determine the minimum height of water above the auxiliary feedwater (AFW) pump’s intake to preclude vortex formation that was not appropriate. Once identified, the licensee entered the finding into their corrective action program (CAP) as CAP043276 to revise the affected calculations.
	

	DC
	2002 DAEC
 green finding
	DAEC failed to establish adequate
 measures to assure that the design requirements in calculations E92-007 and E92-008, specifically the number of battery cells, were correctly translated into work instructions in Work Order A5250. This was required to insure that the 1D1 125Vdc battery would remain capable of performing it’s design function (operable) with 57 instead of the nominal 58 connected cells.
	

	DC
	2005 Kewaunee Green Finding
	Kewaunee had a finding for failure to implement adequate design controls for design inputs and assumptions in the design of 2 safety related batteries. The design did not include consideration of temperature effects to ensure that the batteries maintained sufficient capability to perform their design functions.
	

	DC 
	2004 Monticello 
Green Finding
	Specifically, the licensee did not replace 
aging electrolytic capacitors in the six Division I and Division II, 250 Vdc battery chargers, in a timely manner, allowing them to go beyond the service life specified by the vendor and the plant’s preventative maintenance (PM) program. In addition, routine PM activities for all six 250 Vdc battery chargers have not been performed since February 2000.
	

	Degraded
Voltage
	Vermont Yankee 
Green Finding
	Vermont Yankee used a non-conservative voltage values in calculation performed to assure that electrical equipment would remain operable under degraded voltage conditions
	

	Design and Mod - Introduction of new active components without evaluating new failure modes
	Diablo Canyon
Green Finding
	Diablo Canyon received a finding for modifying the diesel fuel oil transfer system without assessing the net affect on reliability from introducing a new failure mode associated with new active components.
	

	Design Control 
Separation
	2004 Palisades 
Green Finding
	Palisade’s facility change that converted
 the spare high pressure safety injection pump into the independent AFW train C was to be physically separated from the AFW trains A and B. However, the AFW trains’ A and B common pump discharge header piping was routed through the west safeguards (WESG) room, where the AFW train C pump was located. The primary cause of this finding was that the licensee’s facility change provided no engineering evaluation that demonstrated the as-built configuration was acceptable.
	

	Design Control
- structural
	2004 DAEC
 green finding
	When relocating a high pressure coolant 
injection turbine exhaust line valve, DAEC failed to correctly use the original design anchor bolt safety factor in the supporting calculation.
	

	EDG
	Dresden Green Finding
	The inspectors identified a Non-Cited 
Violation of 10 CFR Part 50, Appendix B, Criterion III, “Design Control,” due to the design basis emergency diesel generator (EDG) loading sequence during a loss of coolant accident/loss of offsite power not being correctly translated into procedures or instructions. Specifically, the loss of power procedure provided guidance to operate the plant outside the analyzed EDG loading sequence. 
	

	EDG -electrical
	Diablo Canyon
Green Finding
	Diablo Canyon failed to demonstrate that the load sequencing would meet regulatory requirements. A single postulated failure occurring during load sequencing with offsite power available could restart load sequencing timers in all ESF buses and result in a more limiting scenario than previously analyzed by Diablo. 
	

	EDG- Mechanical
	Diablo Canyon
Green Finding
	Diablo Canyon did not have a procedure to cross-tie fuel oil transfer trains in response to certain failures, contrary to the design and licensing basis of the system. The EB and LB of the diesel fuel oil transfer systems credited the capability to cross-tie trains in order to meet requirements to maintain the system function and be able to withstand a worst-case single failure.
	

	EDG- Mechanical
	Diablo Canyon
Green Finding
	Diablo Canyon did not properly account for vortex prevention in the calc used to determine the usable volume in the diesel fuel oil tank. 
	

	ECCS
	Diablo Canyon
Green Finding
	ECCS gas voiding in ECCS piping which had the potential to lead to failure of the centrifugal charging pumps or safety injection pumps during the switchover from cold leg recirculation to hot-leg recirculation during a LOCA.  The team determined the station had focused on managing the symptom of the problem rather than finding and eliminating the cause of the voiding
	

	ECCS
	VC Summer
Green Finding
	VC Summer did not take timely action to correct the inability of plant operators to terminate safety injection after an inadvertent ECCS action at power within the assumed time in the plant design and licensing basis . 
	

	EDG
	Braidwood 
Green Finding
	Braidwood allowed the operation of the
 emergency diesel generator jacket water coolers in a cross-connected configuration that was not supported by the plant's license and design basis.
	

	EDG
	Dresden Green Finding
	The inspectors identified a Non-Cited
 Violation of Technical Specification Surveillance Requirement 3.7.2.1 regarding the failure to periodically verify the position of manual valves. Specifically, the licensee did not verify the correct position of 11 manual valves that were not locked, sealed, or otherwise secured in position in the diesel generator cooling water (DGCW) subsystem flow path associated with the DGCW pump motor coolers.
	

	EDG
	VC Summer
Green Finding
	Failure to include the proper testing methodology to meet TS requirements to demonstrate that all emergency diesel generator trips other than overspeed, generator differential and low lube oil pressure were automatically bypassed on loss of voltage on the associated emergency bus concurrent with a safety injection signal. Procedures did not provide for adequate testing of the bypass function.
	

	Electrical- 
Voltage level
	Braidwood 
Green Finding
	A finding of very low safety significance
 was identified by the inspectors associated with a violation of 10 CFR Part 50, Appendix B, Criterion III, “Design Control,” where the licensee had no design basis calculation supporting adequate voltage levels for safety related equipment during a safety injection (SI). Voltage drop during an SI transient can be large and could result in operation of required safety related equipment outside its design basis.
	

	Electrical- general
	2005 Kewaunee Green Finding
	Kewaunee had a finding for a failure to identify a condition adverse to the plant fire protection safe shutdown analysis caused by known overduty conditions on non-safety related buses. While the overduty condition was known overduty to have existed at least since 1992, the licensee never entered the issue into the plant's corrective action program, where a proper evaluation should plant's corrective action process
	

	Electrical Protective relay settings
	2005 Kewaunee Green Finding
	Kewaunee had a finding for a failure to provide electrical coordination of protective devices thereby ensuring that postulated electrical faults would be isolated upon detection. Specifically, the team identified that the lack of adequate electrical systems coordination between the undervoltage and overcurrent protection on 4160 VAC safety bus 1-5 would result in the loss of voltage relays actuating before the bus over-current relays.
	

	Electrical Relay Setting
	2005 Kewaunee Green Finding
	Kewaunee failed to provide adequate relay setpoint calibration  tolerances on safety buses 1-5 and 1-6 loss of voltage relays.The existing relay setting calibration tolerances would have allowed the loss of voltage relays to actuate spuriously during certain offsite electrical system disturbances and unnecessarily separate the safety buses from teh offsite power system and result in a plant transient. 
	

	ESW
	2004 Point Beach
 Green Finding
	The inspectors identified a Non-Cited 
Violation of Technical Specification Surveillance Requirements SR 3.7.8.1 and SR 3.6.3.2 associated with the periodic verification of the position of valves and flanges in the service water (SW) system flow paths servicing safety related equipment and in lines associated with containment isolation. Specifically, the licensee did not verify that approximately 100 valves in the SW system flow path servicing safety related equipment that were not locked, sealed, or otherwise secured in position, were in the correct position every 31 days while the Units were in Mode 1, 2, 3, or 4. In addition, the licensee did not verify that 12 containment isolation manual valves were closed and two pipe fittings associated with containment isolation were in place every 31 days while the Units were in Mode 1, 2, 3, or 4. This finding applies to both units.
	

	ESW
	Braidwood 
Green Finding
	Braidwood failed to provide operators with
 equipment, procedures and training to manually operate  the essential service water (SX) strainers to recover the loss of automatic backwash capability. Specifically, the loss of automatic strainer backwash function following a seismic event would lead to SX strainer plugging and without adequate recovery procedures, the loss of SX system flow.
	

	ESW
	VC Summer
Green Finding
	Design vunerability for debris from service water causing a common mode failure by allowing tubercles and other debris into emergency feedwater system
	

	HPCI
	2004 Monticello 
Green Finding
	Monticello failed to ensure the high pressure coolant injection (HPCI) 
pump discharge piping was kept full to maintain system operability was not adequately translated into procedures. Specifically, the effect of a known void in the HPCI discharge piping was not evaluated for its impact with the HPCI pump aligned with suction from the torus in the standby mode. As such, adequate acceptance criteria was not provided to ensure the operability of the HPCI system during this mode of operation.
	

	I&C - 
Tubing Routing
	2005 Prairie Island
 Green Finding
	Prairie Island failed to maintain the auxiliary feedwater (AFW) 
instrumentation tubing suction lines in a water solid condition to pressure switch 17704. The pressure switch performed a safety related function to sense low suction pressure and trip the 11 turbine driven auxiliary feedwater pump (TDAFWP) upon a low level condition in the condensate storage tank (CST). Specifically, a void was discovered in the safety related instrumentation tubing which lowered the effective setpoint for the 11 TDAFW pump’s low suction pressure trip.
	

	Mech- General - Pump 
	Diablo Canyon
Green Finding
	Diablo Canyon did not correctly identify the highest pressure their AF pumps needed to function at. Specifically the calculation did not account fo the dynamic pressure loss between the feedwater inlet ring and the main steam safety valves.
	

	Mech- General - Pump Dead head Issues
	Diablo Canyon
Green Finding
	Minimum flow settings for the auxiliary feedwater pumps NRC Bulletin 88-04 identified that many pump minimum flow settings were too low because they did not account for flow instability concerns. Diablo Canyon did not properly verify the minimum flow settings with the pump manufacturer in accordance with the bulletin
	

	Mechanical -
 tornado
	2004 Monticello 
Green Finding
	Monticello failed to demonstrate the 
emergency diesel generators ability to operate following a design basis tornado as portions of the exhaust and intake air piping located on the emergency diesel generator building roof were not adequately supported to withstand tornado wind forces.
	

	Mechanical- 
Testing 
	2004 Point Beach
 Green Finding
	Point Beach failed to perform testing
 of the buried service water header piping in accordance with the American Society of Mechanical Engineers Code Section XI requirements.
	

	Mechanical- 
Testing 
	2004 Point Beach
 Green Finding
	Point Beach failed to conduct 
non-destructive examinations and repair of valve SW 0322 in accordance with American Society of Mechanical Engineers Code Section XI     requirements.
	

	Mechanical- 
Testing 
	2004 Point Beach
 Green Finding
	Point Beach failed to implement 
the American Society of Mechanical Engineers Code Section XI examinations and repair requirements for service water pump discharge check valves SW 32C and SW 32F. The failure to select and follow a repair Code or standard may have resulted in inadequate post weld heat treatments for the weld repairs that could result in high welding residual stresses and untempered martensite formation. Untempered martensite is a hard brittle phase of steel (e.g., not flaw tolerant) and can serve to allow rapid crack propagation which could jeopardize the pressure retaining function of these valve disks.
	

	Mechanical -Pressure drop 
	2005 Prairie Island 
Green Finding
	Prairie Island failed to recognize an increased pressure drop in 
the hydraulic characteristics between the new replacement steam generators (RSGs) and associated main steam safety valves. Specifically, Calculation ENG-ME-454, “Pressure Drop Between SG [steam generator] and Safety Valve,” Revision 0, was not updated (i.e., revised) to evaluate the affects of the increased pressure drop associated with the RSGs. Once identified, the licensee entered the finding into their corrective action program (CAP) as CAP043077 to revise the affected calculations.
	

	Mechanical
 - Testing
	Braidwood 
Green Finding
	Braidwood received a green finding for 
failure to perform periodic leakage testing required by the American Society of Mechanical Engineers Code on the buried portions of the essential service water (SX) system intake piping.
	

	Mechanical-
 Heat Removal
	2005 Prairie Island 
Green Finding
	Prairie Island failed to include the affects of increased initial room temperature
and heat load addition due to turbine driven auxiliary feedwater pump (TDAFWP) steam leaks when evaluating the auxiliary feedwater (AFW) pump room’s temperature on a loss of ventilation. Specifically, Calculation ENG-ME-182, “AFW Pump Room Ventilation System Design,” Revision 0, assumed an initial nominal AFW pump room temperature that was not consistent with actual environmental conditions which resulted in a non-conservative heat-up transient design analysis.
	

	Mechanical-
 Heat Removal
	2005 Prairie Island Green Finding
	Prairie Island failed to recognize that the calculated design 
value for cooling water inlet temperature was higher than that assumed by the auxiliary feedwater (AFW) pump’s lube oil cooler thermal performance analysis. Specifically, Calculation MECH-0268.4,“Verification of Heat Removal Capability of the American Standard Heat Exchanger, Model 02030-EF,” Revision 0, used an assumed value for cooling water inlet temperature  that did not include the AFW pump’s heat energy transferred to the cooling water when calculating the lube oil cooler’s operating temperature. This resulted in the lube oil cooler’s thermal performance analysis being non-conservative.
	

	MOVs
	Vermont Yankee 
Green Finding
	MOV test procedures did not include acceptance limits which were correlated to and based on applicable design documents. Additionally, MOV diagnostic testing had been conducted solely from the motor control centers using test instrumentation that had not been validated to ensure its adequacy.
	

	Offsite
 Power
	Vermont Yankee 
Green Finding
	Vermont Yankee failed to establish adequate procedures for determining the operability of the  115 Kv line which is designated as an alternate immediate access power source if the 345/115 Kv auto transformer is lost.
	

	RCIC
	Vermont Yankee 
Green Finding
	The installed pressure control valve in the lube oil cooler line was not independent of air systems. Additionally the installed piping between the pressure valve and lube oil cooler did not contain a restricting orifice
	

	RCIC
	Vermont Yankee 
Green Finding
	Vermont Yankee had a long-standing non-conformance in the operation of a pressure control valve. The NRC determined through interviews with VY employees that during initial startup testing, problems were identified with the automatice operation of this valve which affected its ability to properly supply cooling flow  to the RCIC lube oil cooler. 
	

	RCIC
	Vermont Yankee 
Green Finding
	VY did not coordinate between the engineering department and the operations department regarding procedure revisions that increased the time required to place the RCIC in serviced from the alternate shutdown panel
	

	RHR
	2002 DAEC URI
	DAEC needed to perform a more
 exhaustive evaluation and analysis for continued use of the Core Spray Pump seals without cooling and to ensure that RHR Pump Seals would perform their design function.
	

	SBO
	2005 Kewaunee Green Finding
	Kewaunee received a Non-Cited Violation of 10 CFR 50.63,
 “Loss of All Alternating Current Power,” for a failure to maintain procedural steps that minimized the likelihood and duration of a Station Blackout (SBO) event. The deleted procedural steps allowed for the cross-connection of the plant’s two redundant safety buses should both the Reserve Auxiliary Transformer and the 1B Emergency Diesel Generator fail. These procedural steps, as originally employed, served to lessen the likelihood of the SBO occurring, and/or reduce the time of the SBO. 
	

	SBO
	Vermont Yankee Green Finding
	Vermont Yankee had not completed a coping analysis for the period of time the AAC source would be unavailable
 and had not demonstrated by test the time required to make the alternate source available for a SBO involving a grid collapse
	


Table 5 

Detailed Design Review for Low Margin Components
System: 

Reviewer: 
	Component
	Attribute
	Requirements
	Calc Review
	Operations Procedure review
	Surveillance Test Review

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


Table 6- Previous Findings from Two Previous Design Basis Inspections
Reviewer:

	CAP/ AR number
	Date
	Issue
	Actions to Close
	Recommendations

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


Table 7-Technical Issues from Self-assessment

	Technical Area/System
	CAP Number
	Issue
	Station RE
	Self-assessment RE
	Open/Closed

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


Table 8- Detailed OE Review

	System or Topic
	Operating Experience Reviewed
	Operating Experience Review
 Discussion
	Results of Operating Experience Review

	
	
	
	

	
	
	
	


 Attachment B.  Attribute Selection Guidance
Attribute Selection Guidance

System attributes are selected based on a thorough research of the system design basis.  Attributes chosen for detailed review should be those vital to accomplishing the various safety and accident mitigation functions as defined in the design and licensing basis for the specified mission times (where applicable) and in the design plant conditions. Sometimes, critical functions of passive components (such as tanks, strainers, spray headers) to assure that testing, calculation, or analysis has demonstrated appropriate performance are overlooked. Additionally, such passive components have sometimes not received thorough materiel condition inspections to assure that the component contains the heat tracing, instrumentation, and other necessary features are functional such that the component remains operable in all required modes.  Teams shall assess obvious passive components for these types of issues.

Component attributes are selected in a similar manner but focus on specific component functions and design requirements that ensure it can satisfy the applicable system level function.

The set of attributes from the NRC Inspection Manual 71111.21 Section 03.04  also need to be considered.

In addition, recent Operating Experience and Open Items for the component/system may highlight the need for additional specific attribute reviews.  

SYSTEM FUNCTIONS BEING ASSESSED - Example

Below is a typical example only - not a complete treatment of an PWR Auxiliary Feedwater (AFW) system critical attributes or design considerations

AFWO1 Water Supply: An adequate water supply inventory is required for the AFW system to remove decay heat from the reactor coolant system (RCS) following events resulting in a loss of main feedwater. Issues related to water volume and level indication, switchover to other sources, and overpressure/vacuum pressure are to be assessed. Included in this assessment should be a review of the capability of backup water supplies to function as designed.

AFWO2 Motor-driven and turbine-driven auxiliary feedwater pumps (list, component IDs): the AFW pumps are critical components for delivery of the required AFW flow. Issues related to pump performance, NPSH, minimum flow requirements, motor and power supplies, power supply reliability, and design requirements are to be assessed.

AFWO3 Initiation and control: The auxiliary feedwater system initiation and control circuitry is required to automatically initiate the system and assure adequate decay heat removal and to allow control of cooldown rates. Issues related to initiation and control setpoints, instrumentation, flow, and level control are to be assessed.

AFWO4 Turbine and steam supply: The turbine driver for the turbine-driven auxiliary feedwater pumps (component IDs) and its steam supply and exhaust are critical components for the operation of the pump. These components have a negative industry operating experience history.  Issues related to steam line warming and draining, trip and governor valve design, operation, and maintenance, speed controls, overspeed protection, and pump alignment are to be assessed.

AFWO5 AFW flow control valves. The flow control valves are critical to limit flow to specified limits to achieve adequate decay heat removal and to minimize overcooling of the RCS. Issues related to valve and actuator design requirements, power supplies, and positioning capability are to be assessed.

Attachment C. Checklist for Implementation Review

	NOTE:
BE SURE TO CLEARLY IDENTIFY THE IMPLEMENTATION DOCUMENTS REVIEWED (NUMBER/TITLE/REVISION):




I.   OPERATION/TEST/INSPECTION PURPOSE:

Is the operation/test/inspection purpose clearly stated?

II.  PREREQUISITES AND INITIAL CONDITIONS:

Are the operation/test/inspection purpose and initial conditions consistent with the safety function being evaluated?

Is the operating mode selected for operation/test/inspection performance consistent with obtaining results that will demonstrate performance of the safety function?

Are references provided appropriate and are they consistent with the document(s) that establish attribute requirements?

Have operation/test/inspection conditions been established that create conservative results consistent with assumptions in design basis documents (e.g., pipe fouling factor assumptions)?

III. METHODS:

Is the operation/test/inspection methodology in accordance with industry standards and/or Technical Specification Surveillance and Licensing Requirements?

Do the acceptance criteria or test/inspection result requirements have uncertainty applied and indicated in the operation/test/inspection?

Is the operation/test/inspection result requirement consistent with the applicable calculation results?

Does the operation/test/inspection result requirement agree with the applicable attribute and regulatory guidance (as applicable)?

Are the acceptance criteria or test/inspection result requirements consistent with pertinent codes and standards, and are these codes and standards identified?

IV. OPERATION/TEST/INSPECTION RESULTS:

Do the operation/test/inspection results meet the result requirement or acceptance criteria?

If the results did not meet the result requirement or acceptance criteria, were Exceptions properly initiated and was the retest/reinspection adequate to address the step (or steps) with the anomaly?

If Exceptions have been initiated, was the retest/reinspection performed in accordance with the specific instructions in the Exception Report?

V. DOES THIS OPERATION/TEST/INSPECTION SUFFICIENTLY ADDRESS SAFETY FUNCTION ATTRIBUTE?

Attachment D. Checklist for Design Review

	NOTE: BE SURE TO CLEARLY IDENTIFY THE DESIGN DOCUMENTS REVIEWED (NUMBER/TITLE/REVISION):




I.   DESIGN DOCUMENT PURPOSE:

Is the purpose clearly stated?

II.  DESIGN INPUTS:

Are assumptions correct and/or conservative?

Are references provided for design information?

Do related calculations use the same inputs?

Are inputs verified by testing where appropriate?

Are all operating modes considered and bounding conditions selected?

III. METHODS:

Is the calculation methodology consistent with USAR, Technical Specifications, and the Regulatory Guides invoked for the station?

Is the calculation methodology consistent with pertinent codes and standards, and are these codes and standards identified?

Does the calculation methodology cover the physical phenomena likely to be encountered (e.g., water hammer, cavitation, fouling, etc.)?

IV. CALCULATION RESULTS:

Are the calculation results mathematically correct?

Are the reported calculation results the same as the actual calculation results?

Do the calculation conclusions address the purpose of the calculation?

Are the calculation conclusions correct (i.e., supported by the calculation results)?

Has the calculation been reviewed/independently verified in accordance with governing procedures?

If the calculation uses software code, has the software been reviewed, accepted and controlled in accordance with the governing procedures?

V. DOES THIS CALCULATION SUFFICIENTLY ADDRESS SAFETY FUNCTION ATTRIBUTE?

Attachment E. Guideline for Configuration/Walkdown Review
This walkdown guideline is for reference for preparing and conducting walkdowns as part of the preparation for the High Risk Low margin significant component NRC  reviews (either as a team or individually).


1.0 GENERAL METHODS


1.1 
Define the purpose of the walkdown, areas to be visited/observed, roles of the individual team members, and assistance from Radiation Protection or other departments to access areas.  This will include defining the areas that are accessible during operation.


1.2 
Plan the walkdown execution and implementation.  Pre-define how the walkdown will assess the conformance of the plant with design and licensing basis requirements (For example, piping and component configuration, electrical separation, etc.).  Ensure remote electrical cabinets, tanks, etc. and instrumentation including control Room and Remote Shutdown Panel instruments are included in the walkdown plan, as applicable.  Contact Health Physics supervision to obtain any special ALARA reviews prior to actual walkdowns.


1.3 
Brief the team on the purpose and plan.


1.4 
Conduct the walkdown.  Focus the team on observation of equipment.  Work independently and discuss concerns for clarity.  Take concise and accurate notes to quantify and describe findings in sufficient detail to prevent having to walkdown the item twice.


1.5 
Conduct a formal post walkdown briefing.  Review the notes, discuss issues and document the results on the applicable review forms.  Identify any impact on equipment or system operation.  Immediate concerns are to be identified to the engineering supervisor and the operations Shift Manager.


1.6 
Identify the items that need to be completed for the system to meet its intended design function.  The items are to be documented for disposition and tracking using the appropriate corrective action procedures.


2.0 GUIDELINES


2.1 
Outline the system walkdown strategy.  Key system components and system concerns are to be identified.


2.2 
Identify necessary operational or plant configuration drawings to accompany the team during the walkdown.


2.3 
Throughout the walkdown, the team is to function as a cohesive unit, maintaining focus on either individual system components or specific system areas.


2.4 
The walkdown is to focus on operability issues as well as conformance with system design configuration and design basis. Other conditions including potential impact on equipment reliability should be noted during the walkdown.


2.5 
Record detailed notes identified during the walkdown.  Any areas of the system that could not be walked down shall be noted and justified in the walkdown report.


2.6 
Examples of team focus areas include:


· Condition of snubbers, pipe supports, hangers and fasteners


· Condition and placement of coatings and insulation


· Evidence of corrosion


· Evidence of acid buildup especially on carbon steel components, and material wastage


· Unauthorized modifications, partial modifications or temporary modifications not in accordance with station programs


· Surface condition of visible structural welds


· Condition of barrier or penetration seals


· Use of unauthorized chemicals on components


· Evidence of bolt torque relaxation.


· Evidence of discoloration on relays, cable insulation or electrical components


· Condition inside electrical cabinets


· Unauthorized or expired scaffolding in unauthorized locations or impacting equipment performance


· Hoses or other connections for vents or drains


· Presence of abandoned equipment not clearly labeled


2.7 
The following is a general list of electrical and mechanical equipment physical plant inspection items:


2.7.1 
Electrical Panels Equipment


· Identify missing water plugs or holes/openings in cabinets (water or moisture intrusion can degrade or damage equipment).


· Identify missing or loose bolts or thumb screws (if missing can violate seismic evaluation and it is not good work practice).


· Identify open doors or back panels (ensure properly closed and latched, otherwise can violate seismic evaluation or allow dirt, water, etc. to enter panel).


· Identify mis-positioned breaker switches (anything that is different).


· Identify improper labeling on key component breakers/switches (ensure that they are accurate and legible per controlled drawings; also includes modules, relays, conduit).


· Identify dirt or debris covering cooling gratings or filters (if blocked, can prevent cooling and cause heat buildup and subsequent equipment degradation).


· Feel panels and equipment enclosures where appropriate to check for excessive heat buildup (can be an indication of degraded equipment; initiate request for themography check).


· Check cable trays.  (Cable should not be hanging outside of cable tray; can overstress cable tray).


· Check cables and conduit for degradation (cracked, brittle, chafed, bend radius, etc.).


· Check MCCs overall for anything that is different.


· Note any deficiency tags, especially old tags not being worked.  These may need increased priority or have had work completed but the tags have not been removed.


· Check for any abnormal sounds or smells coming from the cabinet (may indicate degraded equipment)


· Verify equipment-grounding cable is connected and intact.


· Look at general materiel condition of cabinet (rust, dirt, consider qualitative impact on heat transfer).


· Inspect seismic supports and trays.


· Inspect overall condition of terminal strips and mechanical connections (lug landings).


· Inspect conduit and junction boxes for external damage, loose conduit connections and missing parts and fasteners.


· Inspect solenoid valves and motor covers for evidence of damage or equipment degradation.


2.7.2 
Mechanical Components


· Identify any abnormal sounds or smells coming from pump or motor operation.


· Bearing housings and motors and pumps are to be inspected for signs of excessive heat or vibration.


· Look at general material condition of pump or motor for steam, oil, water leaks, proper levels in oil reservoirs or sight glasses (and properly marked), missing insulation, proper conduit installation.


· Identify pinned hangers.


· Inspect system gauges for proper operation or typical values.


· Look for pump rotation or reverse rotation if part of a dual train common header system (could indicate check valve degradation or isolation valves leaking by)


· Identify dirt or debris covering cooling gratings or filters (if blocked can prevent cooling and cause heat buildup and subsequent equipment degradation)


· Note any deficiency tags, especially old tags not being worked.  (These may indicate a need for increased priority or they may be an indication that the work was completed but that the tags have not been removed.)


· Check equipment/equipment skid/foundation bolting. (Are all bolts present with proper thread engagement?)(minimum of flush or better)


· Review trends of parameters on key system equipment; visually inspect identified equipment with degraded performance.


· Visually inspect for old leak repair fittings, ensure Temporary Modifications exist to restore components with leak repair fittings.


· Inspect equipment labeling/tags (ensure they are accurate and legible per controlled drawings).


2.8 
The following list contains material conditions indicating equipment operability issues:


2.8.1 
Operability Issues


· Leaks (water, steam, oil, air-packing, flanges, rust on components or floor).


· Lubrication (sight glasses, bull’s eyes, grease cups, grease fittings, valve stems).


· Handwheels/valve operators (missing, key or pin missing, unlocked, not labeled).


· Filters, screen or louvers (clogged, dirty, missing).


· Instruments or gauges (out of calibration, inoperable, bent pointers).


· Drains or drain holes (clogged, blocked, full, screens or grating missing).


· Lines or pipes (loose, unbracketed, vibrating, insulation missing or damaged, not properly sloped).


· Fasteners/bolts (loose, stripped, corroded, missing).


· Indicating lamps (missing, burned out, missing covers).


· Control room annunciators.


· Panels (covers missing, bolt missing or not tightened, dirt and debris inside).


· Area lighting (bulbs missing or burned out, inadequate to support activities).


· Look for consistency between similar parameters.


· Packing (bottomed out, out of adjustment, dirty or rusted glands).


· Cables or leads (unsecured, worn or frayed insulation, improper terminations).


· Motors or generators (dirty, brush rigging pigtails broken, carbon dust, excessive noise or vibration, ground straps loose or missing).


· Preservation (rust, corrosion, missing or damaged insulation or lagging).


· Check valves (oscillating lever, banging, stuck open).


· MOVs (lubricant leaks, missing T-Drains).


· Valves (dried grease caked on stem, packing or stem leaks, bent stem).


2.9 
The following is a general list of additional inspection items that apply to both mechanical and electrical equipment:


2.9.1 
Mechanical or Electrical Equipment


· Identify inadequate or degraded structural components.


· Inspect system piping for evidence of water hammer, severe transients, or improper venting.  Damaged supports, base plate grouting, anchors (pulled-out or deformed) are to be identified for further root cause analysis.


· Inspect for unauthorized loads supported from cable trays, conduits or piping systems.


· Identify undocumented system modifications.


· Identify damaged heat trace and damaged or missing insulation.


· Note piping exhibiting cyclical vibration for possible high cycle fatigue concerns.


· Safety postings, radiological postings (properly positioned, legible and understandable).


2.10 
Team members should record identified walkdown issues on a form that will be included as part of the report documentation. Any significant issues should be documented on  CAPs and handled as described in Step 2.53 and 2.54.

Attachment F. Interview Guide
Interview Guide

Instructions to the Interviewer
The questions are a guide, and should not be considered all encompassing, or restrictive.  As part of the introduction to the operators/maintenance personnel, indicate that this questionnaire will explore their concerns regarding performance of the applicable system.  In particular, we are exploring their evaluation based on experience, with specifics regarding the basis, and any justifications to support their position.

Some questions may not be appropriate for certain individuals and may be excluded from the interview, at the discretion of the interviewer.  In order to be as effective as possible, the interviewer must prepare for each interview.  Following that, review the questions for applicability and tailoring as appropriate.  Indicate any changes on each guide.

Try to limit the time of the interview to less than 1 hour, unless the person demonstrates an interest to provide more inputs.   When the interview is complete, indicate that you may want to talk some more at a later date possibly to clarify points or ascertain supporting information.

______________________________ SYSTEM

Interviewee Name: _______________________________________________ Date: __________________

Title:________________________________________Employment at _______________ Yrs: _________

Previous employment: (location)______________________________________________ Yrs: _________

Previous employment: (location)______________________________________________ Yrs: _________

Previous employment: (location)______________________________________________ Yrs: _________





Use addendum if needed

Interviewer: ______________________________________________________________ Yrs: _________

INTERVIEW QUESTION GUIDES

1. Please indicate 3 of the most significant instances where the performance or reliability of the system affected (either positively or adversely) your ability to operate (or maintain) the system or the plant.  Explain how performance/reliability played a role, in contrast to other factors such as operator experience, training, supervisory involvement, etc.

2. Please indicate any comments or perceptions regarding the system’s performance/reliability and your role as an operator/maintenance staff.

3. Have you experienced any identifiable degradation of the system over time?  This could also include increasing maintenance downtime over the past few years.  Please specify the comonents involved.

4. Please provide your opinion – Can the issues associated with the system’s performance or reliability be attributed to any of the following:

System design

Aging Hardware

Ambient Environmental Conditions

Procedures

Operator familiarity with system/component characteristics

Operator training

Maintenance technician training

Experience level of Maintenance technicians

Other – please explain

5. Do you believe the existing system should be upgraded such that it is more reliable?  If the answer is yes, why do you believe specific changes should be made?

6. What would/could make the system reliable based upon your definition?

7. Have any modifications that have been made to the system in the last ten years increased the system’s performance or reliability?  What is the basis for your determination of acceptability?

8. Does your experience indicate any common characteristics or causes affecting/impacting reliability or performance?

9. Describe any situations where “Work-Arounds” have had to be devised for the system.

10. Do you believe that any CRs or MDTs should be initiated to improve the system’s performance or reliability?  If so, what are the conditions that should be addressed?

11. Has there been a significant number of job isolations (i.e. jobs that have never been finished)?

Attachment G. 
Importance of Components and Human Interactions (Station Specific- Point Beach is attached.)
Importance Components and Human Interactions by Risk Achievement Worth

Components: The following list presents the top components in the plant based on Monticello’s Inspection
	champs ID
	Description
	Event Name
	Ach W

	N/A
	FAILURE TO SCRAM (mechanical)
	
	9.46E+03

	N/A
	FAILURE TO SCRAM (RPS)
	LASCRAMRPS
	1.96E+03

	N/A
	ONE SRV FAILS TO RECLOSE AS PRESSURE DROPS
	XVRONESRVC
	37.38

	N/A
	ECCS suction strainer plugs - LOCA
	RFLTORUSLF
	34.95

	D6
	D100 (Div. II 250V) BATTERY FAILURE
	DBAD100XXR12
	34.92

	D6
	D100 BATTERY FUSE FAILURE (1 OF 3)
	DFUD100BAL
	31.69

	D100
	250 VDC DISTRIBUTION PANEL D100 FAULT
	DBSD100XXG
	29.49

	F-101
	SW AUTO STRAINER F-101 PLUGGED
	SSRAUTOSTF
	17.67

	52-408
	BREAKER 52-408 FAILS TO REMAIN CLOSED
	ACB052408L
	9.88

	AO-4539
	CONTAINMENT VENT AOV AO-4539 FAILS TO OPEN
	MVAAO4539N
	8.63

	AO-4540
	CONTAINMENT VENT AOV AO-4540 FAILS TO OPEN
	MVAAO4540N
	8.63

	PSD-4543
	Hardpipe vent rupture disk PSD-4543 fails to open
	MVR4543XXN
	8.16

	SV-4539
	Containment vent pilot valve SV-4539 fails to shift to energized position
	MVESV4539E
	7.95

	SV-4540
	Containment vent pilot valve SV-4540 fails to shift to energized position
	MVESV4540E
	7.95

	N/A
	Alternate power supply to div. 2 250V DC fails
	JUMPERS
	7.85

	RHRSW-14
	RHRSW manual valve RHRSW-14 fails to open
	RVHRHSW14N
	7.51

	RHRSW-46
	RHRSW manual valve RHRSW-46 fails to open
	RVHRHSW46N
	7.48

	RHRSW-17
	RHRSW CHECK VALVE RHRSW-17 FAILS TO OPEN
	RVCRHSW17N
	7.05

	FP-6-1
	FIRE SYSTEM CHECK VALVE FP-6-1 FAILS TO OPEN
	YVCFP61XXN
	7.02

	MCC-144
	MCC 44 FAULT
	ABSMCC44XG
	5.74

	N/A
	EDG-ESW-B relay ESRX1B fails to shift to energized position
	SREESRX1BE
	4.97

	V-SF-9
	FAN V-SF-9 FAILS TO START
	AFNVSF9XXS12
	4.88

	X40/XFMR
	TRANSFORMER X40 FAULT
	ATWX40XXXG
	4.87

	P-111B
	ESW PUMP P-111B FAILS TO START
	SPEP111BXS12
	4.83

	N/A
	SPEED SENSING SWITCH SSP1B FAILS TO CLOSE
	SSSSSP1BXC
	4.83

	ESW-1-2
	ESW CHECK VALVE ESW-1-2 FAILS TO OPEN
	SVCESW12XN12
	4.77

	D2
	D21 (Div. II 125V) BATTERY FAILURE
	DBAD21XXXR12
	4.73

	P-111B
	ESW PUMP P-111B FAILS TO RUN
	SPEP111BXR12
	4.71

	V-SF-9
	FAN V-SF-9 FAILS TO RUN
	AFNVSF9XXR12
	4.56

	BS-2414
	ESW STRAINER BS-2414 PLUGGED
	SSRBS2414F
	4.48

	52-401
	BREAKER 52-401 FAILS TO REMAIN CLOSED
	ACB052401L
	4.04

	152-609
	BREAKER 152-609 FAILS TO REMAIN CLOSED
	ACB152609L
	4.04

	N/A
	EDG 12 ROOM LOUVERS FAIL TO OPEN
	ADMDG12RMN12
	3.98

	N/A
	ESW HEAT EXCHANGER FOR EDG 12 PLUGGED
	SHXEDG12XF
	3.98

	AO-4539
	Hardpipe vent inboard valve AO-4539 fails closed
	MVAAO4539F
	3.12

	AO-4540
	Hardpipe vent outboard valve AO-4540 fails closed
	MVAAO4540F
	3.12

	D21-28
	BREAKER D21-28 FAILS TO REMAIN CLOSED
	DCBD2128XL
	3

	P-207
	RCIC TURBINE DRIVEN PUMP P-207 FAILS TO START
	IPTP207XXS12
	2.97

	MO-2078
	RCIC MOV MO-2078 FAILS TO OPEN
	IVMMO2078N
	2.79

	MO-2096
	RCIC MOV MO-2096 FAILS TO OPEN
	IVMMO2096N
	2.79

	MO-2106
	RCIC MOV MO-2106 FAILS TO OPEN
	IVMMO2106N
	2.79

	MO-2107
	RCIC MOV MO-2107 FAILS TO OPEN
	IVMMO2107N
	2.79

	RV-2097
	RCIC RV-2097 fails to remain closed
	IVRRV2097L
	2.78

	FW-91-1
	FW checkvalve FW-91-1 fails to close
	FVCFW911-C
	2.61

	AO-13-22
	RCIC CHECK VALVE A0-13-22 FAILS TO OPEN
	IVCA01322N
	2.61

	RCIC-10
	RCIC CHECK VALVE RCIC-10 FAILS TO OPEN
	IVCRCIC10N
	2.61

	RCIC-41
	RCIC CHECK VALVE RCIC-41 FAILS TO OPEN
	IVCRCIC41N
	2.61

	RCIC-9
	RCIC CHECK VALVE RCIC-9 FAILS TO OPEN
	IVCRCIC9XN
	2.61

	Y80
	UPS PANEL Y80 FAULT
	ABSY80XXXG
	2.6

	FW-94-1
	CHECK VALVE FW-94-1 FAILS TO OPEN
	FVCFW941XN14
	2.59

	FW-97-1
	CHECK VALVE FW-97-1 FAILS TO OPEN
	FVCFW971XN14
	2.59

	52-404
	BREAKER 52-404 FAILS TO REMAIN CLOSED
	ACB052404L
	2.48

	152-602
	BREAKER 152-602 FAILS TO REMAIN CLOSED
	ACB152602L
	2.48

	P-207
	RCIC TURBINE DRIVEN PUMP P-207 FAILS TO RUN
	IPTP207XXR12
	2.42

	BUS-16
	BUS 16 FAULT
	ABS16XXXXG
	2.39

	LC-104
	LC 104 FAULT
	ABSLC104XG
	2.39

	N/A
	D21 BATTERY FUSE FAILURE (1 OF 2)
	DFUD21BATL
	2.33

	T-1A
	CONDENSATE STORAGE TANK T-1A RUPTURE
	VTKCST1AXL
	2.26

	T-1B
	CONDENSATE STORAGE TANK T-1B RUPTURE
	VTKCST1BXL
	2.26

	N/A
	RCIC OIL FILTER PLUGGED
	IFLOILXXXF
	2.24

	SV-4539
	Containment vent pilot valve SV-4539 fails to remain in energized position
	MVESV4539G
	2.18

	SV-4540
	Containment vent pilot valve SV-4540 fails to remain in energized position
	MVESV4540G
	2.18

	N/A
	LOSS OF OFFSITE POWER DURING A NON-LOOP INITIATING EVENT
	ALOOPXXXXL
	2.09

	PCV-2092
	RCIC PCV-2092 fails to remain open
	IVPPC2092F
	2.04

	N/A
	SHERBURNE COUNTY LINE FAULT
	ALNSHXXXXG
	2.03

	E-205
	RCIC LUBE OIL HEAT EXCHANGER (E-205) PLUGGED
	IHXE205XXF
	2.02

	P-209
	HPCI TURBINE DRIVEN PUMP P-209 FAILS TO START
	HPTP209XXS12
	2.01

	P-217
	HPCI AUX OIL PUMP P-217 FAILS TO START
	HPTP217XXS
	2.01


Human Interactions: The following list presents the top 10 human interactions (HIs) by Risk Achievement Worth (RAW). 

	Operator Action
	Time Required to Perform Action
	Allowable Time to Perform Action
	When
	Basis

	Establish ECCS Room Cooling 
	
	<13 minutes
	If RHR and CS pumps are running
	CA-97-157, Revision 2

	Bypass ADS Timer 
	
	<107 seconds
	When timer actuated
	BWROG Emergency Procedure and Severe Accident Guidelines, Revision 2

	Spray Containment 
	 
	<10 minutes
	Small Break Accidents 
	Limit DW Peak temperatures and limit chugging loads following an SBA.  NRC Safety Evaluation for License Amendment #102

	Establish motor cooling for RHRSW motors on pump start
	
	<20 minutes
	On RHRSW pump start
	Modification 00Q100 & CA-99-178

	Establish flow to RHRSW pump when starting
	
	<7 minutes
	On RHRSW pump start
	Do not deadhead per OEM recommendation

	Change out Alternate Nitrogen Bottles
	
	<4 hours
	When Alternate Nitrogen pressure is <1000 psig
	Ops Man B.08.04.03-05 & CA-94-017

	Establish containment cooling by providing RHRSW flow through the heat exchanger in either the LPCI mode or the containment cooling mode.
	 
	<10 minutes
	DBA LOCA
	USAR Section 5.2.3.2.3

	Establish containment cooling by providing RHRSW flow through the heat exchanger in either the LPCI mode or the containment cooling mode.
	
	<45 minutes 
	Maximum time available for an assumed zero break size accident.  This allows for depressurization and reflood using only ADS for high pressure mitigation.
	License Amendment Request dated June 2, 2004 with attached GE-NE-0000-0002-8817-10-R2 report.   

	Do Not Throttle CS flow during a LOCA until the core is reflooded
	
	Do nothing until ECCS has reflooded the core, about 8 minutes for a DBA LOCA and longer for smaller break sizes.  
	LOCA
	USAR Section 6.2.2.2.1 notes that core reflood takes about 8 minutes for a maximum break size.  USAR Section 6.2.3.3.2 notes the containment spray or cooling function can be performed with the RHR after the core is flooded, which, for even the largest line break is accomplished within a few minutes.  USAR Section 14.7.2.1 Description of Design Basis LOCA.  The core actual water level is adequate if indicated water level is at least 2/3 core height and the parameters of C.5-1100 are met.  The SAFER/GESTAR analysis assumes CS pumps only at runout until core is reflooded, see USAR Table 14.7-8 and 14.7-9.  Flow for RHR pumps is assumed to be 4000 gpm in runout which is same flow as used for containment cooling.

	Throttle CS and LPCI flow during a LOCA
	 
	<10 minutes
	LOCA after core reflood
	License Amendment Request dated June 2, 2004, Revised Analysis of Long-Term Containment Response and Overpressure Required for Adequate NPSH for Low Pressure ECCS Pumps & USAR Figure 5.2-15.c and Section 5.2.3.3

	Reduce Control Room Volume in-leakage from 250 SCFM to 10 SCFM, no specific action is required beyond limiting access to control room
	 
	<8 hours
	DBA
	USAR Table 14.7-13 Assumptions for Monticello LOCA Dose Analysis

	Change out of Breathing Air Bottles
	 
	<36 minutes
	For toxic gas event, when 500 psig remains in bottles
	Low pressure alarm bell is a mechanical device similar to the low pressure alarm on an SCBA.  USAR Section 10.3.11 notes 8 people can be supplied for 3 hour with bottle changeout on low pressure alarm.

	Establish use of Breathing Air System
	
	<3.6 minutes if in NORMAL mode & <10.6 minutes if in RECIRCULATION mode
	Toxic Gas Event
	USAR Section 2.9.1 and Tech Spec 3.17.A Bases state at least 2 minutes available for donning air supply & CA-98-268 

	Trip recombiners 
	 
	30 minutes
	Loss of Y-10 with High or INOP SJAE radiation
	USAR Section 9.3.3.1

	Establish reactor power <25% or >90% OR <25% in 4 hours
	 
	<2 hours
	Turbine Pressure regulator failure with increasing pressure
	GE SIL 614

	Establish reactor power <25% or >90% OR <25% in 4 hours
	
	<2 hours
	Turbine Pressure regulator failure with decreasing pressure
	GE SIL 614

	Establish control at the ASDS panel which could include immediate RPV depressurization
	 
	<10 minutes
	Control Room Evacuation
	USAR Section 10.3.1.5.4 & NEDC-30870

	Establish containment cooling when decay heat is being rejected to the suppression pool and ASDS is in use.
	
	<40 minutes
	Control Room Evacuation
	NEDC-30870

	Transfer control to ASDS if fire not contained within 10 minutes
	 
	<10 minutes
	Control Room Evacuation
	NRC’s Safety Evaluation Report on MNGP’s Hot Short Vulnerabilities dated 7/2/93

	Plant placed in Cold Shutdown
	
	<8 hours
	From loss of P-11 DIESEL OIL TRANSFER PUMP from fire with loss of offsite power.  Must reach cold shutdown in 8 hours.
	Definition of cold shutdown repair used to comply with Appendix R because of the limited supply of diesel oil in the EDG Day Tank/Base Tank combination. The shutdown clock begins at the time P-11 becomes unavailable when EDG operation is required.

	Complete Steps 2-5 for positioning of handswitches to control loading
	 
	<25-30 minutes
	Station Blackout
	CA-04-047 & CA-04-048

	Start 13 DG and load to bus
	
	30 minutes
	Station Blackout
	Ops Man B.09.15-05, Section A.2

	Open selected Fire Doors and Panel Doors
	<10 minutes to open fire doors and <6.5 minutes to open panel doors per Ops Manual Bases section
	<30 minutes
	Station Blackout
	CA-04-047 & CA-04-048

	Isolate fire header break in PAB
	 
	<99 minutes
	In event of pipe break in Admin Building
	Stop flooding prior to covering batteries, Calculation CA-03-200, Internal Flooding Evaluation Due to a
Postulated Break in 2.5” Fire Line, Revision 0, MO5539-1355.

	Transfer diesel fuel to T-44 from T-83 and T-84 OR arrange to get fuel delivered
	
	<11 days
	Probable maximum external flood limiting access to deliver fuel to site
	Chapter 3, Appendix G of USAR

	Start activities to provide temporary ventilation and monitoring for hydrogen 
	
	<2 hours & <8 hours
	On loss of ventilation to battery rooms
	CA-05-124 & CA-93-084, Rev. 1

	Various actions to mitigate risk during security events
	 
	<5 minutes or <30 minutes
	Security Events
	See Bases Section of C.4-L

	Unbalanced Load on Generator Phases >10% requires scram
	 
	<90 seconds
	Generator Phase Amp readings vary by >10% (Computer Points GEN103, GEN104, GEN105)
	If condition is severe (>10%), generator damage can occur within 90 seconds.

	LP Turbine exhaust in ALERT region requires scram
	
	<20 minutes
	GEN105)
	Technical Manual NX-8435-85, Tab 2.with GE clarification

	Trip turbine if motoring following a scram
	 
	<5 minutes 
	Post-scram
	GE guidance

	Transfer fuel from Heating Boiler Oil Storage Tank or Diesel Oil Storage Tank per Ops Man B.8.11-05 (DIESEL OIL SYSTEM OPERATION)
	
	<3-4 hours
	#13 DG tank 25% full and engine running
	C.6-321-A-15 assumes 3-4 hours of fuel available at full load.  This assumes time may not be available to keep engine running and get fuel delivered.

	Open door and place temporary fan for Battery Room #103, #109 or #110 
	
	<1 hour
	Loss of ventilation to room #103, #109 or #110
	Explosive mixture occurs in 1 hour 20 minutes with no ventilation

	Provide ventilation for vital electrical areas.
	
	<3 hours
	Fire in turbine building or loss of offsite power with DBA LOCA
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